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1. Motivation

💡 In order to build reliable and trustworthy NLP applications, models 

need to be both fair across different demographics and explainable.  

🤔 Usually these two, fairness and explainability, are optimized and/

or examined independently of each other. Instead, we argue that 
forthcoming, trustworthy NLP systems should consider both. 

Contributions: 
I. We examine the interplay between two crucial dimensions of 

trustworthiness: fairness and explainability, by comparing models 
that were fine-tuned using fairness-promoting techniques or 
rationale extraction frameworks.  

II. Our experiments on multi-class classification datasets (BIOS, ECtHR):  
A. confirm recent findings on the independence of bias mitigation and 

empirical fairness (Cabello et al., 2023), and  
B. show that also empirically fairness and explainability are 

independent.

2. Datasets

We experiment with two  
multi-class classification datasets: 

(a) MED-BIOS (Eberle et al., 2023) 

Medical Occupation Classification 🧑⚕ 

+ Gender: 👨 / 👩 

(b) ECtHR (Chalkidis et al., 2021) 

ECHR Judgment Forecasting 🧑⚖ 

+ Nationality: 🇪🇺 / {🇷🇺🇺🇦🇹🇷}

3. Methods
We work with two groups of methods: 

(a) Optimizing for fairness 
1. Group Parity (Sun et al., 2009) 
2. Group Neutralization (Brandl et al., 2022) 
3. Group DRO (Sagawa et al., 2020) 
4. Spectral Decoupling (Pezeshki et al., 2021) 
5. Debiased Focal Loss (Orgav & Belinkov, 2022) 

(b) Optimizing for explainability 
1. Baseline REF (Lei et al., 2016) 
2. 3-Player Game REF (Yu et al., 2019) 
3. 3-Player+ Game REF (Chalkidis et al., 2021) 

4. Experiments & Results

 

(a) Synthetic Data

 

(b) Real Data 

 

(c) Bias Mitigation

5. Takeaways
A. Improving either empirical fairness or explainability does not 

improve the other.  

B. Many fairness-promoting methods do not mitigate bias, nor 
promote fairness as intended (Figure 1).  

C. Gender information is encoded to a high amount in the occupation 
classification task, and the only successful strategy to prevent this 
seems to be the normalization across genders during training. 


