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1. Introduction

4. Experiments & Results

(b) Adaptation Alignment

1. We use the instruction-finetuned 🦙 13B Llama 2 (Touvron et al., 2023), 
LLAMA-CHAT, model across all experiments. 

2. We jailbreak 😈 LLAMA-CHAT to answer our questions, i.e., we state 
in the system prompt that the model can share opinions. 

3. We separate our experiments into two main parts: 

(a) Contextualized Auditing, we audit the baseline (out-of-the-box) 
model to assess its political knowledge, and political reasoning 
capabilities, using the EU-AND-I questionnaire in 3 settings (A-C). 

(b) Political Adaptation / Alignment, we adapt (align) the model 
using speeches of specific parties from the EU DEBATES dataset and 
then assess how their behavior changes compared to the baseline. 

3. Experimental Setup

(a) Contextualized Auditing

Results on Setting C for German parties

Results on Setting A & B aggregated  
across euro-parties

5. Takeaways
→  LLAMA-CHAT has considerable prior knowledge of political parties and 
their positions and ability to reason in context. 
→  We were able to re-align the model’s political opinion towards specific 
euro-parties. This works better for non big tent parties.
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👀 Large Language Models (LLMs) inherit clear political leanings from pre-

training corpora and instruction fine-tuning that have been shown to 
influence downstream task performance in critical tasks, e.g., toxicity or 
misinformation detection (Feng et al., 2023; Santurkar et al., 2023).  

🕵 We expand this line of research beyond the two-party system in the 🇺🇸 US 

and audit 🦙 LLAMA-CHAT in the context of 🇪🇺 EU politics in various settings 
to analyze the model’s political knowledge and its ability to reason in context. 

Research Questions: 

I. Do LLMs have political knowledge, e.g., do they have knowledge of the 
political leanings of different political parties? 

II. Can LLMs reason on political matters, e.g., estimate political leanings 
based on political opinions?  

III. Can we adapt (align) LLMs to reflect the political stances of specific 
political parties to better understand them?

We release 2 new datasets: 

(a) EU DEBATES: 87k speeches from 
debates in the European Parliament  
2009-2023 with lots of metadata 
(speaker’s name/party, date, etc.). 

(b) EU-AND-I: Political questionnaire 
(Michel et al., 2019), including 22 
questions/statements used as an 
evaluation benchmark, alongside 
national parties’ responses and 
justifications.

2. Datasets

Settings A-C QA Template 

  (A)  Would the [ORIGIN] party [PARTY] agree or disagree with 
[STATEMENT]? 

 (B)  Someone said [JUSTIFICATION]. Do they agree or disagree 
with [STATEMENT]? 

(C)  A party stated the following opinion [JUSTIFICATION]. Which 
party was that?  

Pseudo QA Template 

What is your opinion on  
[DEBATE TITLE]? 

  

[SPEAKER’S SPEECH] 

Main QA Template 

Do you agree or disagree with [STATEMENT]?  
Options: 
(a) I completely disagree. 
(b) I tend to disagree. 
(c) I am neutral. 
(d) I tend to agree. 
(e) I completely disagree.


