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Introduction

Are contrastive explanations closer to humans
than non-contrastive explanations?

Figure 1: An example from the BIOS dataset of non-contrastive and con-

trastive human and model-based rationales. Human rationales are underlined
and bold-faced, while model-based rationale attribution scores are highlighted
in red (positive) or blue (negative) colors.

Experiments

Datasets

SST2

DynaSent

BIOS

DBpedia-Animals

→ en text classification

Models

•RoBERTa

•GTP-2

•T5

→ each in 3 sizes

XAI

•LRP

•GradientxInput

•GradNorm

→ post-hoc explanations

We further collect human rationale annotations for a subset from the
BIOS dataset for contrastive and non-contrastive settings.

Results

Figure 2: An example biography for a ‘nurse’ from the BIOS dataset high-
lighted with LRP relevance scores -red for positive, and blue for negative- per
class based on RoBERTa large. We further show explanations for the foil (‘psy-
chologist’). In the last row, we present an explanation for ‘nurse’, the correct
outcome, in contrast to ‘psychologist’, the second best guess of the model.

Results

Figure 3: Com-
parison between
model rationales
with human an-
notations for
sentiment classifi-
cation on DynaSent

and additionally
with human gaze
on SST2 .

Figure 4: Upper:

Cohen’s Kappa scores
for inter-annotator
agreement for human
rationale annotation
within and across
contrastive and non-
contrastive settings.
Lower: Model perfor-
mance scores (macro
F1) for the best model
and training support
across BIOS classes.

Figure 5: Agreement between human rationales and model-based explana-
tions computed with LRP.

Conclusion
�

Human rationales are very similar between contrastive and non-
contrastive settings but fewer tokens are selected in the former.

�

/ High agreement between model and human rationales but class-
dependent

Gaze correlates less than rational annotation with model expla-
nations

Model explanations between contrastive and non-contrastive
settings differ more when the model is less certain


